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Abstract A dramatic thermospheric temperature enhancement and inversion layer (TTEIL) was
observed by the Fe Boltzmann lidar at McMurdo, Antarctica during a geomagnetic storm (Chu et al. 2011,
https://doi.org/10.1029/2011GL050016). The Thermosphere‐Ionosphere‐Electrodynamics General
Circulation Model (TIEGCM) driven by empirical auroral precipitation and background electric fields
cannot adequately reproduce the TTEIL. We incorporate the Defense Meteorological Satellite Program
(DMSP)/Special Sensor Ultraviolet Spectrographic Imager (SSUSI) auroral precipitation maps, which
capture the regional‐scale features into TIEGCM and add subgrid electric field variability in the regions with
strong auroral activity. These modifications enable the simulation of neutral temperatures closer to lidar
observations and neutral densities closer to GRACE satellite observations (~475 km). The regional scale
auroral precipitation and electric field variabilities are both needed to generate strong Joule heating that
peaks around 120 km. The resulting temperature increase leads to the change of pressure gradients, thus
inducing a horizontal divergence of air flow and large upward winds that increase with altitude. Associated
with the upwelling wind is the adiabatic cooling gradually increasing with altitude and peaking at ~200 km.
The intense Joule heating around 120 km and strong cooling above result in differential heating that
produces a sharp TTEIL. However, vertical heat advection broadens the TTEIL and raises the temperature
peak from ~120 to ~150 km, causing simulations deviating from observations. Strong local Joule heating also
excites traveling atmospheric disturbances that carry the TTEIL signatures to other regions. Our study
suggests the importance of including fine‐structure auroral precipitation and subgrid electric field variability
in the modeling of storm‐time ionosphere‐thermosphere responses.

1. Introduction

Magnetospheric energy is dissipated in the ionosphere‐thermosphere (I‐T) region through Joule heating and
particle precipitation (Cole, 1975). Most of energy from the convergence of Poynting flux results in Joule
heating (Knipp et al., 2004; Richmond & Thayer, 2000; Thayer et al., 1995; Thayer & Semeter, 2004), while
auroral particle precipitation heats the atmosphere directly through collision and indirectly by increasing
conductivity and thus Joule heating. The frictional collisions between ions and neutrals cause temperature
enhancement and subsequent pressure divergence, leading to upward neutral motions. Furthermore,
Lorentz force accelerates neutrals by transferringmomentum from fast‐moving ions (Mikkelsen et al., 1981).
During periods of strong geomagnetic activity, both auroral precipitation and electric fields are elevated,
leading to enhanced energy deposition in the I‐T region (e.g., Deng et al., 2011; Fuller‐Rowell et al., 1987;
Heppner et al., 1993; Wang et al., 2005). For instance, the localized extreme Poynting flux has been detected
to exceed 170 mW/m2 by the Defense Meteorological Satellite Program (DMSP) spacecraft with substantial
temporal and spatial variability in the auroral zone (Knipp et al., 2011). Although the Weimer statistical
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model (Weimer, 2005) predicts a peak Joule heating rate of 15 mW/m2, satellite observations have
revealed that the localized Earth‐directed Poynting fluxes can be several times larger during magnetic
storms (Huang et al., 2016; Huang & Burke, 2004).

Such localized energy deposition and its effects, however, are difficult to capture in the I‐T models
driven by empirical high‐latitude inputs because those drivers are usually obtained from statistical auroral
maps (e.g., Hardy et al., 1985; Newell et al., 2009) and electric convection patterns (e.g., Heelis et al., 1982;
Weimer, 2005). The statistical auroral maps usually miss localized features in the resolved grids, and convec-
tion patterns usually miss subgrid temporal and spatial variabilities (Cosgrove et al., 2011; Matsuo &
Richmond, 2008). To reduce the gap between observations and statistical models, data assimilation methods
such as Assimilative Mapping of Ionospheric Electrodynamics (AMIE) (Richmond, 1992; Richmond &
Kamide, 1988) have been developed to synthesize available observations into coherent patterns to provide
more realistic electric fields. However, even with data assimilation techniques, comparisons of the AMIE
outputs with the direct observations still show significant discrepancies (Cosgrove et al., 2009; Cosgrove &
Codrescu, 2009).

It has been shown that electric field variability has a comparable contribution to Joule heating as the mean
electric field (Codrescu et al., 2000), and therefore, omitting electric field variability causes a significant
underestimation of Joule heating in the models (Codrescu et al., 1995, 2008; Deng et al., 2009; Matsuo &
Richmond, 2008). Since Joule heating is the overall dominant heating source in the polar region during storm
times, the underestimation of Joule heating leads to an underestimated global heating budget, which further
influences the calculation of global circulation. Emery et al., (1999) introduced a parameterized way of
accounting for the missing contribution from subgrid electric field variabilities in Thermosphere
Ionosphere Electrodynamics General Circulation Model (TIEGCM) by multiplying Joule heating by a factor
of 1.5 globally, which effectively increases the global Joule heating budget to a reasonable level but neglects
the spatial distribution of electric field variabilities. Satellite and ground‐based observations have found that
large electric field variabilities occur mainly in the auroral zone (Cousins & Shepherd, 2012a, 2012b;
Matsuo et al., 2003). By analyzing plasma drift measurements obtained from the Dynamic Explorer 2
(DE‐2) mission, Matsuo et al., (2003) found that the electric field variability exceeds the magnitude of the
mean electricfield in the polar area. Cousins and Shepherd (2012a) statistically studied small‐scale electricfield
variabilities on spatial scales between 45 and 450 kmand temporal scales between 2 and 20min using 4 years of
Super Dual Auroral Radar Network (SuperDARN) line‐of‐sight ion drift measurements. They found that the
small‐scale variability shows spatial distribution that is correlated with the gradient in the background plasma
drift, likely originating from small‐scale magnetospheric turbulences. Note that the mean spatial scale they
studied (~225 km) is comparable to the typical resolution of I‐Tmodels. Cousins and Shepherd (2012b) further
examined the distribution of electric field temporal and spatial variabilities, which are found to peak in the
auroral region under negative interplanetary magnetic field (IMF) Bz and in winter times.

The motivation of this work originates from the large neutral thermospheric temperature elevation in the E
region altitude detected by an iron (Fe) Boltzmann lidar (Chu et al., 2002) at McMurdo (77.8°S, 166.7°E),
Antarctica around 15 universal time (UT) during the 28 May 2011 storm event (Figure 2c in Chu et al., 2011,
replotted as Figure 1a in this paper). The storm resulted from passage of two interplanetary coronal mass
ejections (ICMEs), both with clear magnetic cloud signatures (Chi et al., 2018), and was accompanied by
strong aurora activity as shown in the auroral electrojet (AE) index. The IMF Bz southward fields from
the ICMEs joined in an interaction region that passed Earth from ~1,300 to 1,430 UT. The IMF Bzwas south-
ward from 0600 to 1500 in UT during which the planetary K (Kp) index was 6 and symmetric disturbances of
the horizontal geomagnetic field (SYM‐H) index dropped to about −100 nT (Figures 1b–1e). Compared to
the Naval Research Laboratory Mass Spectrometer and Incoherent Scatter Radar (NRLMSISE‐00) model
(Picone et al., 2002), the storm‐time neutral temperature profile was dramatically elevated with a maximum
increase of ~550 K at ~134 km (Chu et al., 2011). This leads to a local temperature peak in altitude and the
formation of a neutral thermospheric temperature enhancement and inversion layer (TTEIL) at E region
altitudes, defined as the structure showing temperature increase and then decrease with altitude.

Most of the storm studies have been dedicated to investigating the responses of ionospheric parameters such
as ion drifts and electron densities (e.g., Lu et al., 2008; Lu, Pi, et al., 1998) or neutral density and wind var-
iations in the upper thermosphere (e.g., Forbes et al., 2005; Lei et al., 2010; Sutton et al., 2005). A few studies
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have reported the storm effects on neutral temperatures in the mesosphere and lower thermosphere which
cause perturbation of tens of Kelvin (Fagundes et al., 1996; Laštovička, 1996; Liu et al., 2018; Li et al., 2018;
Li, Wang, et al., 2019; Yuan et al., 2015). It is intriguing that such tremendous neutral temperature elevation
is present at E region altitudes (110–150 km) with an associated inversion layer. Furthermore, another event
with a similar temperature enhancement and inversion layer, but somewhat a smaller magnitude was
observed by the same Fe Boltzmann lidar at McMurdo on 2 May 2011 (Chu et al., 2011). Therefore, such
thermospheric enhancement and inversion at E region altitudes may not be rare in the neutral
atmospheric responses to storms. On the other hand, even though the I‐T models with statistical
high‐latitude drivers provide fair predictions of the medium‐ and large‐scale storm‐time dynamics in the
upper atmosphere, none of them can simulate the TTEIL seen in the local lidar observations, which
challenges our understanding and modeling of the magnetosphere‐ionosphere‐thermosphere (MIT)
coupling processes. To investigate these features, we implement the auroral precipitation maps from
Special Sensor Ultraviolet Spectrographic Imager (SSUSI) observations onboard the DMSP satellites and
incorporate the electric field variability into the TIEGCM (section 2). The model outputs are compared
with neutral temperatures observed by the lidar and neutral density measurements from the Gravity
Recovery and Climate Experiment (GRACE) satellite. By pushing the simulation closer to observations,
we aim to investigate the generation mechanism of TTEIL in the model, the sources of local heating and
cooling, and the neutral dynamics effects (section 3). Additional modeling efforts to simulate the TTEIL
and the limitations of this work are discussed in section 4.

2. Model, Data, and Methodology
2.1. Model Setup

In this study, the TIEGCM version 2.0 which has a horizontal resolution of 2.5° in latitude and longitude and
a vertical resolution of ¼ scale height is used. TIEGCM is a global 3‐D numerical model that simulates the

Figure 1. (a) The vertical profile of temperatures for 1 hr integration around 15 UT measured by the lidar (replotted from
Figure 2c in Chu et al., 2011). (b–e) Geomagnetic indices showing IMF, AE, SYM‐H, and Kp, respectively, on 28 May
2011.
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coupled thermosphere/ionosphere system from ~97 to ~600 km altitude. It self‐consistently solves the fully
coupled, nonlinear, hydrodynamic, thermodynamic, and continuity equations of the neutral gas, the ion and
electron energy equations, the O+ continuity equation and ion chemistry, and the neutral wind dynamo
(Qian et al., 2014; Richmond, 1995; Richmond et al., 1992; Roble et al., 1987, 1988). The lower boundary
tides are derived from a linear atmospheric model assimilated with Sounding of the Atmosphere using
Broadband Emission Radiometry (SABER) and Thermosphere‐Ionosphere‐Mesosphere Energetics and
Dynamics (TIMED) Doppler Interferometer (TIDI) observations (Wu et al., 2012; Yamazaki et al., 2014).
The time step of TIEGCM simulation is 30 s. Diagnostic outputs are saved every minute.

One of the important high‐latitude drivers for the I‐Tmodel is the electric field (or electric potential) mapped
down from the magnetosphere. AMIE is designed to assimilate observational data from various sources to
provide more realistic high‐latitude electric field convection pattern (Knipp et al., 1993; Lu et al., 1995;
Ridley et al., 1998), which is used in this study to drive TIEGCM. The data assimilated in AMIE for this event
include magnetic field perturbations from 265 ground‐based magnetometers (197 in Northern Hemisphere,
68 in Southern Hemisphere) through the SuperMAG network (Gjerloev, 2009, 2012) and from the Iridium
satellite magnetometers through the Active Magnetosphere and Planetary Electrodynamics Response
Experiment (AMPERE) project (Anderson et al., 2008, 2014). The line‐of‐sight ion drifts from SuperDARN
(Chisham et al., 2007; Greenwald et al., 1995) and auroral particle precipitation measured by the Special
Sensor J (SSJ) instrument onboard the DMSP F16, F17, and F18 satellites (Kadinsky‐Cade et al., 2004) are
also used.

2.2. Incorporating DMSP/SSUSI Observations Into TIEGCM Auroral Precipitation Maps

Another high‐latitude driver for the TIEGCM is auroral precipitation, which is also obtained through the
AMIE fitting procedure. Assuming Maxwellian distributions, auroral precipitation can be described by
two key parameters: mean energy (Em) and energy flux (ΦE) (Rees & Luckey, 1974; Robinson &
Vondrak, 1985; Roble & Ridley, 1987). Em and ΦE in TIEGCM/AMIE describe the enhancement of aurora
during storm times, but underestimation of auroral activity still exists. Figure 2 shows an example of the

Figure 2. (a1–c1) aurora maps of ΦE from TIEGCM/AMIE (a1), SSUSI (b1), and a combined map of TIEGCM/AMIE and SSUSI (c1). The plotting time is 11:55 UT
for (a1) and (c1) and 11:42–12:05 UT for (b1). (a2–c2) are the same except for Em. All plots are in magnetic latitude—magnetic local time coordinates.

10.1029/2020JA028224Journal of Geophysical Research: Space Physics

WU ET AL. 4 of 21



comparisons of ΦE and Em between TIEGCM/AMIE and DMSP/SSUSI observations around 11:55 UT.
Comparing Figures 2a1 and 2a2 with 2b1 and 2b2, the position of the auroral oval is reasonably captured,
but its magnitude is significantly underestimated and regional structures are not resolved.

To mitigate the underestimation of auroral precipitation in TIEGCM for this study, we modify the aurora
maps in TIEGCM according to SSUSI observations. We use the auroral Environmental Data Record
(EDR) data (Paxton et al., 1992), which contain ΦE and Em derived from the observed spectral intensities.
For the 28 May event, three DMSP satellites (F16, F17, and F18) were taking measurements, and therefore,
they are all used. The raw ΦE and Em data of each swath are provided in 2‐D magnetic latitude/local time
grids with extremely fine resolution (~0.1° magnetic latitude × ~ 0.01 hr magnetic local time). The number
of data samplings from all three satellites over each magnetic latitude/local time grid for the time period of
27–29 May is shown in Figure 3a. This polar map indicates the coverage of satellite observations. The satel-
lites passed most of the region on the night side for more than 70 times, while missing the dayside sector to a
large extent. To take the advantage of the available observations and fill up the observational gaps, we com-
bine observations and the model as follows:

1. We collect SSUSI observations from all three satellites falling into each magnetic latitude/local time grid
to form a time series with respect to UT, which is unevenly distributed. The red dots in Figure 3b showΦE

measured by SSUSI on 28 May at 70°S magnetic latitude (MLAT) and 03 magnetic local time (MLT). We
apply linear temporal interpolation in UT to project the data into an evenly distributed time series with a
time interval of 30 s to be used by the model (black line in Figure 3b). Figure 3c shows the original ΦE

observations from one satellite pass between 11:21 and 11:43 UT, and Figure 3d shows the temporally
interpolated ΦE at 11:30 UT, which is obtained through interpolation from multiple satellite passes.
Most of the polar areas are covered except for the dayside sector, where the satellites have no passes.
When temporal interpolation happens at a time (e.g., 11:30 UT as in Figure 3d) close to the time when
the observation is taken (e.g., 11:21–11:43 UT shown in Figure 3c), the interpolated aurora (Figure 3d)
tends to approach the observation (Figure 3c) due to the proximity in time.

Figure 3. (a) Total sampling numbers for the satellite auroral observations measured by SSUSI from DMSP F16, F17, and F18 from 27 to 29 May, in magnetic
latitude/local time coordinate. (b) Linear interpolation of energy flux (ΦE) at 70°S magnetic latitude and 3 magnetic local time. Red dots are observations and
black line corresponds to the interpolated results with a time interval of 30 s. (c) Raw ΦE from 11:21 to 11:43 UT in magnetic latitude/local time coordinate.
(d) ΦE after temporal interpolation and projected to 11:30 UT. (e) ΦE in geographic coordinates after coordinate transformation. (f) ΦE in geographic coordinates
after binning to TIEGCM grids (2.5° in latitude and longitude). (g) Original ΦE maps of TIEGCM/AMIE. (h) ΦE in TIEGCM after combining AMIE and SSUSI.
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2. After the linear interpolation, the auroral maps are converted from geomagnetic latitude/local time coor-
dinates to geographic latitude/longitude coordinates (Figure 3e), which are nonuniform spatially after
the conversion and have a finer spatial resolution than the TIEGCM. To obtain aurora maps on the reg-
ular TIEGCM grids, spatial binning is performed on the geographic coordinate by taking the average of
the 20–30 points falling into eachmodel grid (Figure 3f), which includes both the real SSUSI observations
and the interpolated results. The standard deviations of these points are also calculated and retained for
mechanism studies (section 3.1). This binning operation is performed at every interpolating time step
(30 s).

3. We replace the TIEGCM/AMIE auroral maps with the temporally interpolated and spatially binned
SSUSI maps obtained after step 2 wherever available. For the regions where satellites do not pass
(such as the dayside sector in the polar map), we use the auroral maps from the model
(TIEGCM/AMIE), which usually occupies ~20% of the overall auroral region. Using the model maps is
a reasonable approximation considering that auroral activity in the dayside sector is generally weak
(e.g., Newell et al., 2009), thus the differences between observations and model are relatively small.

The combined TIEGCM/AMIE and SSUSI maps are shown in Figures 3h, 2c1, and 2c2, which are referred to
as “SSUSI‐modified” auroral maps. These maps are generated every 30 s and used as inputs to drive
TIEGCM. Comparing Figures 3g with 3h, 2a1 with 2c1, and 2a2 with 2c2, the overall position of the auroral
oval is well represented in the default model maps, while the magnitudes of ΦE and Em are enhanced signif-
icantly and show regional‐scale structures in the modified auroral precipitation. The combination of the
observed and default auroral maps is susceptible to discontinuity at their boundaries (Figure 3h). We have
performed sensitivity tests to the boundary being smoothed by taking the running mean of the adjacent 9
grid points, and the results do not show noticeable differences from the runs we present here.

It should be noted that for any particular geophysical location where the SSUSI‐interpolated‐binned map
(Step 3) is available, real‐time observations are still sparse, so most data points are from the temporal inter-
polation (Figure 3b). Even so, since the real‐time continuous observations covering the whole auroral
regions are not available, the temporal interpolation is one of the simplest realizations of the aurora varia-
tions that takes advantage of real data information for this particular storm event. It also helps maintain
the regional structure of aurora. As will be shown in section 3, the auroral modification improves the simu-
lation of neutral temperatures and densities in general.

2.3. Implementing Subgrid Scale Electric Field Variability

To account for the effects of subgrid scale electric field variabilities and their nonuniform spatial distribu-
tion, we change the Joule heating factor from 1.5 used in the default TIEGCM runs (Emery et al., 1999) to
1 in all of our runs and introduce the variability by adding a random number (E′) to the resolved electric field
(E0) obtained from the AMIE procedure at each time step. This is similar to the procedure conducted in
Matsuo and Richmond (2008), which treated the subgrid variability as a stochastic process and simulated
it as random numbers in numerical modeling. Cousins and Shepherd (2012a) derived the statistical distribu-
tion of small‐scale electric field variabilities, which follow a two‐sided exponential distribution (e‐|E′|/μ)
instead of Gaussian (also seen in Golovchanskaya et al., 2006), where E′ is the electric field fluctuation
and μ is the characteristic electric field variability. Cousins and Shepherd (2012b) found that the ratios of
μ to the background electric field are large in the auroral zone (often close to 1) and small in other regions.
Following their work, we choose the random number (E′) from an exponential distribution e‐|E′|/μ with μ
equal to the local resolved electric field (E0) as the proxy of electric field variability. To correlate the variabil-
ities to the spatial distribution of the auroral zone, they are added only in the strong auroral precipitation
regions where ΦE is over a threshold of ΦE0 ¼ 5 erg/cm2/s, that is,

μ tð Þ
E0 tð Þ ¼

0; ΦE<ΦE0

1; ΦE > ΦE0

�
(1)

And the overall electric field adopted in themodel is E(t)¼ E0(t) + E′(t). The ratio μ/E0 and thresholdΦE0 are
also adjusted by checking the temperature responses. In general, a larger μ/E0 and a smaller ΦE0 lead to a
larger temperature enhancement. A smaller threshold ΦE0 value leads to a larger area where the implemen-
tation of adding electric field variability is applied; a larger μ/E0 ratio means that for the regions where
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electric field variabilities are added, the magnitudes of the variabilities are larger. We choose the numbers
that best reproduce the neutral density and temperature observations while maintaining numerical stability.

3. Mechanism Studies of the Strong TTEIL

Mechanism studies are conducted in two major steps. The first step covers auroral regions (sections 3.1–3.4),
and the second step focuses on a local region around McMurdo (section 3.5).

3.1. Neutral Temperature Structures and Simulated TTEIL

In compliance with the modifications introduced in sections 2.2 and 2.3, four sets of TIEGCM runs with dif-
ferent configurations of the two high‐latitude drivers are designed and named as follows:

Figure 4. (a) Vertical temperature profiles at (73.75°S, 117.5°W) and 12:28 UT from four different TIEGCM runs
indicated by different colors. (b–d) TTEIL structures from Run 4 with respect to, geographic latitude and longitude.
White dashed lines highlight the time and location for the vertical profile shown in (a).
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Run 1(AMIE) use AMIE electric potential and auroral maps (control run).
Run 2 (AMIE_SSUSI) use AMIE electric potential, and SSUSI‐modified auroral maps.
Run 3 (AMIE_varE) use AMIE electric potential and auroral maps, but add electric field

variabilities in the auroral region according to SSUSI‐modified auroral maps.
Run 4 (AMIE_SSUSI_varE) use AMIE electric potential, SSUSI‐modified auroral maps, and add electric

field variabilities according to SSUSI‐modified auroral maps.

Figure 4a reveals the vertical profiles of neutral temperatures when and where the largest temperature
increase and a strong TTEIL are located (73.75°S, 117.5°W). We refer this as the “primary TTEIL” to
differentiate from the relatively weak ones generated by different mechanisms (to be discussed in sections 3.3
and 3.5). Compared with Run 1 (black line), only Run 4 (red line) produces a large temperature increase
(~600 K at ~150 km) and a prominent TTEIL, while the magnitudes of the temperature increase from
Runs 2 and 3 are much smaller. The comparisons of these neutral temperature profiles imply that both
the enhanced auroral precipitation which increases ionization rates and the electric field variabilities play
important roles in elevating the temperatures at ~150 km and forming the TTEIL.

As described in section 2.2, the standard deviations of auroral precipitation in terms of ΦE and Em are
calculated and stored. We incorporate the variability of auroral precipitation into the model using the
same method as that for the electric field except that the random numbers follow Gaussian distribution.
The model tests (not shown here) of adding subgrid aurora variability show similar vertical structure of
neutral temperatures as the runs without adding it, which suggests that the impact of aurora precipitation
variability is minor when compared with the precipitation itself. This is expected since Joule heating is
linearly related to Pedersen conductivity determined by precipitation, so the precipitation variability is
likely to be smoothed out with time and space leading to a minimal net effect to the Joule heating budget
(Lu, Baker, et al., 1998).

We focus on Run 4 to demonstrate the temporal and spatial structures of TTEIL (Figures 4b–4d). The hor-
izontal red stripe around 100–200 km from 11:50 to 12:50 UT indicates that the simulated TTEIL lasts for
~1 hr. Starting from 11:40 UT, neutral temperature enhancement is present above 120 km. After 12:00
UT, neutral temperature above 200 km starts to decrease but the enhancement between 120 and 200 km
lasts, which increases the contrast of temperatures between ~150 km and above, strengthening the magni-
tude of TTEIL. The TTEIL magnitude is defined as the temperature difference between the maximum tem-
perature identified in the vertical range of 100–200 km and the minimum temperature above this maximum
temperature peak. We choose the time of 12:28 UT when TTEIL reaches its maximum to examine its spatial
extension (Figures 4c and 4d). The latitudinal and longitudinal spans of TTEIL are ~20° and ~80°, indicating
that TTEIL is a large‐scale phenomenon.

3.2. Thermodynamic Term Analysis and TTEIL Formation Mechanism

TIEGCM calculates neutral temperature by solving the thermodynamic equation in the dimensionless
log‐pressure coordinate z (¼ln p0/p) with the form

∂T
∂t

¼ gez

p0Cp

∂
∂z

KT

H
∂T
∂z

þ KEH
2Cpρ

g
Cp

þ 1
H
∂T
∂z

� �� �
− v · ∇T − w

∂T
∂z

þ R*T
Cpm

� �
þ Q − ezLe

Cp
− LiT (2)

where T ¼ neutral temperature, g ¼ gravity constant, p0 ¼ reference pressure, Cp ¼ heat capacity in con-
stant pressure, KT ¼ heat conduction coefficient, H ¼ scale height, KE ¼ eddy diffusion coefficient,
ρ ¼ neutral density, v ¼ horizontal neutral wind vector, w ¼ vertical neutral wind ¼ dz/dt,
R* ¼ universal gas constant,m¼ mean molar mass, Q ¼ other diabatic heating except for heat conduction
and eddy diffusion, Le, Li ¼ diabatic cooling coefficients.

The heating terms on the right‐hand side (RHS) of Equation 2 are grouped into six categories:

gez

p0Cp

∂
∂z

KT

H
∂T
∂z

� �
heat conduction (QC).

gez

p0Cp

∂
∂z

KEH2Cpρ
g
Cp

þ 1
H
∂T
∂z

� �� �
vertical heat transfer by eddy diffusion.

−v · ∇ T horizontal heat advection (QH).
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−w
∂T
∂z

vertical heat advection (QV).

−w
R*T
Cpm

adiabatic cooling (QA).

Q
Cp

diabatic heating, including Joule heating (QJ), particle precipitation,
solar, and chemical heating.

−
ezLe

Cp
− LiT diabatic cooling.

All parameters on the RHS of Equation 2 are outputs from the model simulation and retrieved every minute,
as are their individual contributions to time rate of temperature change ∂T/∂t. Figure 5 reveals ∂T/∂t induced
by Joule heating (QJ), adiabatic cooling (QA), vertical heat advection (QV), horizontal heat advection (QH),
and heat conduction (QC) at (73.75°S, 117.5°W). At this location, Joule heating is the most significant term
among all the diabatic heating terms when the TTEIL is generated. Other diabatic heating/cooling terms in
TIEGCM including solar radiative heating and heating due to oxygen recombination, heat transfer by mole-
cular diffusion, and diabatic cooling (such as NO and O3p radiative cooling) are at least 1 order of magnitude
smaller than the major terms in the altitude of 100–200 km, which are thus ignored in the term analysis. In
the long‐term time scale sometimes extending to the recovery phase of storms, the radiative cooling such as
NO cooling is large and important to the overall energy budget (e.g., Knipp et al., 2017; Lei et al., 2011;
Li, Knipp, & Wang, 2019; Lu et al., 2010).

Since Joule heating results from external driving (magnetospheric perturbation) and is related to electrody-
namic processes, it appears much more sporadically (Figure 5a) than other heating/cooling terms which
involve neutral motion and requires more inertia to change. Joule heating penetrates all the way down to
~120 km with several intense episodes lasting for a few minutes extending from 11:40 to 12:40 UT. The max-
imum heating rate reaches over 3 K/s at ~11:50 UT. This strong heating changes the pressure gradient and
leads to a horizontal divergence of air flow above 120 km. The induced large upward vertical motion reaches
~80 m/s around 200 km at ~12:00 UT, with a time delay of ~10 min after Joule heating peaks (Figure 5b).
Accompanying this upward motion and the resultant atmosphere expansion is the adiabatic cooling reach-
ing a negative maximum of −0.6 K/s at ~200 km (Figure 5c), consistent with the altitude where the vertical
upwardmotion is the strongest. Since temperature peaks around 150 km, such an upwardmotion also trans-
ports cold air upward below the peak, leading to cooling (up to−0.6 K/s) below 150 km. Above the peak, this
upward motion brings warm air at 150 km upward, leading to heating (up to 0.3 K/s) at higher altitudes
(Figure 5e). Horizontal heat advection and heat conduction tend to be moderate during most of the time
and play minor roles below 250 km (Figures 5f and 5g). The time series of these heating/cooling terms at
~120 and ~200 km are shown in Figures 5d and 5h, respectively. Joule heating (red line) is dominant at
~120 km, while adiabatic cooling (blue line) becomes strong at ~200 km. Vertical advection (black line)
induces cooling at ~120 km, while warming at ~200 km. The effects of horizontal heat advection + heat con-
duction (green line) are small at both altitudes compared to the other terms.

To further identify which heating/cooling terms play the dominant roles in shaping TTEIL, we perform a
post processing diagnostic analysis of the temperature evolution induced by each individual term on the
RHS of Equation 2 and by various combinations of these terms. For considering the impact of an individual
term, we start from zero and add up the time integration of ∂T/∂t on fixed pressure levels only caused by this
term in order to examine the net temperature changes. Figures 6a–6d show the temperature profiles by only
integrating Joule heating, adiabatic cooling, vertical heat advection, horizontal heat advection, and heat con-
duction, respectively. For the different combination of these terms, we start from an initial temperature pro-
file and perform similar temperature integrations (Figures 6e–6g). Since the intense Joule heating mainly
occurs after 11:30 UT, after which neutral atmosphere starts to respond and change dramatically, we choose
the temperature profile at 11:30 UT as an initial state. TTEIL is a time‐integrated result of the thermody-
namic balance of heating/cooling terms; thus, an integrated view is suitable for diagnosing their relative con-
tribution to temperature changes.

Figure 6a shows Joule heating alone is capable of producing a strong inversion layer with temperature
increases by over 2000 K within 40 min (from 11:50 to 12:30 UT) and peaks around 120 km. Along with
the reduced temperature induced by adiabatic cooling peaking at ~180 km (Figure 6b), a sharp inversion
layer with a peak around 120 km and temperature drop reaching over 1500 K above the peak forms after
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12:30 UT (Figure 6e). After accounting for the vertical heat advection (Figure 6c), however, the peak altitude
where temperature reaches maximummoves up to ~150 km, and the inversion layer becomes much broader
and weaker (Figures 6f, after 12:00 UT, and 6i). This indicates that vertical heat advection which cools the
layer below 150 km and warms it above cancels out the sharp temperature gradient formed by Joule
heating and adiabatic cooling in the lower thermosphere, thereby hinders the formation of a sharp TTEIL
with the peak at a very low altitude. Horizontal advection and heat conduction play a minor role in
shaping the temperature profile below 200 km by comparing Figures 6f and 6g, which is consistent with
their small heating/cooling effects (Figures 5f, 5g, and 6d). By comparing Figures 6g and 6h, the overall
temperature evolution is similar and the differences mainly originate from the numerical smoothing
effect, which is not included in the thermodynamic equation (Shapiro, 1970) but implemented at every
time step in the model to maintain numerical stability.

From Figures 5 and 6, the physical processes in generating the primary TTEIL in the model are summarized
as follows: (1) strong Joule heating penetrating down to 120 km in a relative short period of time changes the
pressure gradient and a horizontal divergence of air flow induces upward air motion; (2) upward wind
induces strong adiabatic cooling reaching amaximum at ~200 km; (3) strong heating at ~120 km and cooling
at ~200 km lead to strong vertical differential heating (Figures 5d and 5h) and a sharp TTEIL; and (4) vertical
heat advection, on the other hand, acts as a strong cooling term below ~150 km and amoderate heating term
above (Figure 5e), therefore playing a negative effect in forming the sharp TTEIL in general (Figure 6i).
Therefore, the strong Joule heating is a trigger while the neutral dynamic terms including adiabatic cooling
and vertical advection contribute to the formation and the ultimate structure of the TTEIL in the model
simulation.

Figure 5. Temperature tendency (∂T/∂t) induced by (a) Joule heating, (c) adiabatic cooling, (e) vertical advection, (f) horizontal advection, and (g) heat
conduction at (73.75°S, 117.5°W) where the maximum TTEIL is found. (b) Vertical winds at the same location. (d and h) ∂T/∂t induced by Joule heating,
adiabatic cooling, vertical advection, and horizontal advection + conduction, at ~120 and ~200 km, respectively.

10.1029/2020JA028224Journal of Geophysical Research: Space Physics

WU ET AL. 10 of 21



3.3. Electrodynamics and Neutral Dynamics Associated With Joule Heating

Joule heating QJ ¼ σP (E + u × B)2 is largely determined by Pedersen conductivity and electric fields.

Figure 7 shows the time series of Pedersen conductivity, magnitude of total electric field
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
x þ E2

y

q� 	
,

and Joule heating interpolated to 150 km obtained from four different model runs. Considering that
TTEIL is a large‐scale phenomenon and the local electric fields are produced by adding random variabilities,
the parameters shown in Figure 7 are averaged within the ambient nine grids around the location of primary
TTEIL to form a regional and statistical picture. Comparing black and green lines with blue and red lines in
Figure 7a, high‐latitude conductivity calculated from the default Em and ΦE maps is elevated by ~3 times on
average after incorporating the SSUSI auroral maps from 11:30 to 12:30 UT. The magnitudes of electric fields
after adding variabilities demonstrate more variations with time than the original AMIE fields, while their
means remain at a comparable level (Figure 7b). Such large electric field variations are also reported in
the literature (e.g., Heppner, 1972); in real‐time observations from Special Sensors‐Ions, Electrons, and
Scintillation (SSIES) onboard DMSP, large spikes in ion drifts are also identified which indicates large var-
iations in electric fields (to be discussed in section 3.5). The combined effects of the enhanced conductivity

Figure 6. Temperature profiles at (73.75°S, 117.5°W) forced solely by (a) Joule heating (QJ), (b) adiabatic cooling (QA), (c) vertical advection (QV), and (d)
horizontal advection (QH) + heat conduction (QC), integrated from the initial state of zero temperatures at 11:30 UT. Temperature profiles forced by the
combination of (e) QJ + QA, (f) QJ + QA + QV, and (g) QJ + QA + QV + QH + QC. (h) The model results (Run 4) given as a reference. (i) The vertical temperature
profiles of (e–h) at 12: 28 UT (dashed black lines in a–h), respectively. Units are K.
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and electric field variability lead to a dramatic enhancement of Joule
heating after 11:30 UT. The comparison of the green and blue lines
with the red line in Figure 7c illustrates that increasing conductivity
or adding electric field variability alone cannot enhance Joule
heating significantly. Therefore, both realistic auroral precipitation
and electric field (including its mean and variability), as the two
critical high‐latitude drivers of I‐T models, are important for
calculating Joule heating and the resultant neutral atmosphere
responses (Zhu et al., 2020).

Using the same SSUSI‐modified auroral maps, Figure 7a shows that
Pederson conductivity from Run 4 (red) is larger than that from
Run 2 (blue). Adding the electric field variability, which alters local
Joule heating and then neutral temperature and number density
(converted from neutral mass density using mean molar mass calcu-
lated from mass mixing ratios of O, O2 and N2), tends to impose a
feedback on the local conductivity which is determined by both neu-
tral and plasma densities (Kelley, 2009). Neutral number density
shown in Figure 7d is higher in Run 4 than in Run 3 while plasma
density barely changes at 150 km (not shown here), which suggests
that neutral number density is mainly responsible for the conductiv-
ity change. The increase of local neutral number density in Run 4 is
likely associated with the thermal expansion of the air below this alti-
tude triggered by the enhanced Joule heating, and the denser air sup-
plied from below leads to the increase of neutral number density at
this altitude (150 km).

The global effect of Joule heating enhancement on neutral dynamics
is also examined. Figure 8 shows the polar view of Joule heating,
TTEIL magnitude (defined in section 3.1), neutral temperatures and

vertical winds at two different altitudes in geographic coordinates. As shown in Figures 8(1a) and 8(1b),
TTEIL emerges where Joule heating is intense (the maximum integrated Joule heating reaches ~1 W/m2).
Large vertical wind is present at both ~165 and ~222 km (Figures 8(1d1) and 8(1d2)) while neutral tempera-
tures increase at lower altitudes but decreases at higher altitudes (Figures 8(1c1) and 8(1c2)) due to the strong
differential heating. This picture is consistent with what are shown in Figures 5 and 6. An intriguing feature
is the wave‐like perturbations in temperatures and vertical winds, which propagate outward from the pri-
mary TTEIL region with time indicating a large‐scale traveling atmospheric disturbance (TAD) structure.
By perturbing the neutral dynamics in the surrounding environment, the TTEIL itself also propagates out-
ward spirally and forms TTEIL at other locations as shown in Figure 8(2b). At ~12:53 UT, the front of the
TTEIL approaches McMurdo (Figure 8(2b)), but with a magnitude significantly reduced (compared to
Figure 8(1b)). The magnitude of TTEIL at McMurdo remains similar and then gradually diminishes after-
ward. The movie “polar_neutral.mp4” in the supporting information (SI) file provides a time‐varying view
of the above processes.

3.4. Comparison of Neutral Mass Densities With Satellite Observations

Figure 7d shows that the neutral number density increases at 150 km in Run 4 compared with the other runs.
In order to examine whether the neutral mass density from our modified simulations is in a reasonable
scope, we compare the neutral mass densities from the four different runs with the GRACE measurements
in Figure 9a. All simulation results are projected along the satellite orbit and interpolated vertically to the
satellite altitude (475 km). The corresponding GRACE orbit as a function of magnetic latitude, magnetic
local time, geographic latitude, and solar local time is indicated in Figure 9b. The neutral mass density from
the control run underestimates the GRACE observations by ~40% during the geomagnetically active period.
This underestimation is consistent with the previous studies showing that the default configurations of I‐T
models tend to underestimate the neutral mass densities along satellite orbits during geomagnetically active
times likely due to the underestimation of Joule heating (e.g., Deng et al., 2013; Shim et al., 2012). After

Figure 7. TIEGCM simulation of (a) Pedersen conductivity, (b) electric field
magnitude, (c) Joule heating, and (d) neutral number density averaged within
nearest 9 points around (73.75°S, 117.5°W) at 150 km. The model results from
Runs 1 to 4 are indicated in black, blue, green, and red, respectively.
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Figure 8. Spatial distribution of (1a) height integrated Joule heating, (1b) TTEIL magnitude, neutral temperatures at (1c1) 165 and (1c2) 222 km, and vertical
winds at (1d1) 165 and (1d2) 222 km, at 12:28 UT in geographic coordinates. The 180° longitude is plotted at the top for a better visualization of the TTEIL
propagation (see the movie provided in SI). The right two columns are the same except for 12:53 UT and the two examined altitudes are 165 and 220 km. Cross and
triangle represent the location of the strongest TTEIL (73.75°S, 117.5°W) and McMurdo (77.8°S, 166.7°E), respectively.

Figure 9. (a) Neutral mass densities projected along the GRACE orbit from the four different TIEGCM runs (colored
lines) and the comparison with GRACE observations (gray line). (b) GRACE orbit during the time: Red solid line
shows magnetic latitude, and black solid line shows magnetic local time; red dotted line shows geographic latitude, and
black dotted line shows solar local time.
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SSUSI auroral maps and electrical field variabilities are both implemented in the model, the simulated
neutral mass density is overall elevated and best matches the observations (red and gray lines in
Figure 9a). The better agreements with observations are found not only in high‐latitude nightside regions
where the modification of the model drivers is made but also in high‐latitude dayside and low‐latitude
regions, which imply that the neutral densities around 475 km can be affected by neutral dynamics
(such as TADs) induced by remote heating sources. Overall, the model‐GRACE comparison suggests
that our modification in both aurora and electric field which increases Joule heating generally
improves the simulation of neutral mass density response to the storm globally.

A closer examination on Figure 9 shows at some locations (e.g., time around 9.5, 11, 14, and 15.5 UT), model
simulations are still smaller than observations. Some of the underestimations occur in dayside high‐latitude
regions (such as 14 and 15.5 UT), which might be related to localized field‐aligned currents (FACs) in the
cusp region (Lühr et al., 2004). Since the current TIEGCM runs do not treat FACs in the cusp region as
an explicit input, the reasons for the discrepancy deserve more detailed investigation in future studies.
The underestimations in nighttime high‐latitude regions such as those around 13 and 14.5 UT may be more
directly related to Joule heating being still underestimated locally. This is not unexpected since the interpo-
lation and binning method for auroral maps and AMIE may miss the localized real‐time auroral precipita-
tion and electric field, respectively. For instance, at any specific point, such as McMurdo, the satellite
(SSUSI) observations cover a very small portion of the time series, so most of the auroral precipitation at a
particular location used in TIEGCM have to be interpreted from the scarce observations plus the empirical
model (section 2.2). In addition, electric field variability in the model is added as a random number, which
may also miss the realistic features locally.

3.5. TTEIL Structure at McMurdo With Local Joule Heating Enhancement

Indeed, the underestimation of electric field fluctuation is seen at McMurdo. During the time window of
14:46–14:56 UT when the TTEIL was detected by lidar (~15 UT), DMSP F16 has conjunction measurements
(Figure 10a). Satellite orbit is marked as black line which goes from right to left. Strong spectral radiances in
Lyman‐Birge‐Hopfield short (LBHS) band observed by SSUSI appear very close to McMurdo at ~14:50 UT
(Figure 10a). During the same time window, ion drift measurements from ion drift meter (IDM) in SSIES
on DMSP show large spikes (up to 3 km/s) and fluctuations indicating strong local electric field near
McMurdo (Figures 10b and 10c). Red vertical lines mark five consecutive time ticks with the corresponding
orbit locations marked as red dots in Figure 10a. The large ion drift (3 km/s) is identified within auroral

Figure 10. (a) DMSP F16 SSUSI observation of spectral radiance at LBHS band from 14:46 to 14:56 UT in magnetic
latitude/local time coordinate; black line marks satellite orbit which travels from right to left; red dots mark the
spatial locations of five consecutive time ticks; white triangle denotes McMurdo. (b and c) DMSP F16 SSIES
measurements of cross‐track ion drift (Vy) and vertical ion drift (Vz) from IDM during the same time period. Red vertical
lines mark five consecutive time ticks in (a).

10.1029/2020JA028224Journal of Geophysical Research: Space Physics

WU ET AL. 14 of 21



region. Such auroral enhancement and rapid‐varying large electric field near McMurdo are not captured in
Run 4. Therefore, after the TTEIL signal propagates to McMurdo at 12:53 UT in Run 4 with rather a small
magnitude (Figure 11a1, red line), it does not last for long and the TTEIL structure is missing at ~15 UT
(Figure 11a2, black line). The discrepancies both in timing and TTEIL magnitude at McMurdo prompt us
to further consider the localized high‐latitude drivers by incorporating DMSP observations around
McMurdo and examining the temperature responses.

Run 5 (named AMIE_SSUSI_varE_McM) is performed based on the settings of Run 4 but with enhanced
auroral precipitation and electric field added around McMurdo. We set auroral mean energy to be 10 keV
and energy flux to be 30 erg/cm2/s from 14:45 to 14:55 UT, during whichMcMurdo is located at the poleward
edge of the aurora oval (Figure 10a). Within this time period, we impose an electric field of 150 mV/m in the
north/south direction (Ey) with flipping direction every 2 min similar to Deng et al. (2009) and Zhu
et al. (2018). Note that the evolution of DMSP ion drifts shown in Figures 10b and 10c contains both tem-
poral and spatial variations. They provide a reference for the possible magnitudes but not exact values of
the electric fields over McMurdo. The direction and magnitude of electric fields are chosen to reproduce

Figure 11. (a1) Vertical temperature profiles from Runs 1 to 4 at 12:53 UT, McMurdo. (a2) Vertical temperature profiles from Runs 4 and 5 at 14:59 UT, McMurdo;
the temperature profile from high‐resolution configuration of Run 5 (AMIE_SSUSI_varE_McM 1/8) at 14:55 UT are also plotted in red dashed line. (b1–f1)
Temporal variations of neutral temperature, Joule heating, adiabatic heating/cooling, vertical advection, and horizontal advection + heat conduction at
McMurdo, obtained from Run 4. (b2–f2) Same as (b1)–(f1) except that the results are obtained from Run 5 during a different time period.
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ion drifts with magnitude comparable to the maximum IDM observation (Figure 10b), in which the
cross‐track ion drifts are largely oriented along eastward/westward direction. Auroral energy and electric
field are both tuned in order to reproduce a similar magnitude of temperature peak close to the lidar obser-
vation. Such local adjustment is implemented uniformly in a region centered at (78.75°S, 167.5°E) with a
spatial expansion of three grid points in latitude and seven grids in longitude. Imposing additional electric
field in the east/west direction (Ex) is also done but the difference between these two tests are small, thus
not shown here.

The simulation results are shown in Figures 11a2–11f2. Compared with the results from Run 4 at the same
location and time (black line in Figure 11a2), the temperature inversion structure in Run 5 (red line) is more
prominent and the temperature peak is larger and closer to the lidar observation (over 1000 K). This tem-
perature structure is also comparable with the primary TTEIL studied in section 3.2. The heating term ana-
lysis shows that Joule heating is the strongest thermal term and it penetrates down to ~120 km. The second
and third dominant terms are the resulting strong adiabatic cooling accompanying the upward motion and
vertical advection. Again, similar to the mechanism for the primary TTEIL formation studied in section 3.2,
Joule heating leads to temperature increase below ~150 km, adiabatic cooling leads to temperature decrease
above ~120 km altitude, and along with vertical advection, these three terms determine the vertical structure
of neutral temperature.

To show the unique features associated with the primary TTEIL generated at McMurdo in Run 5, the
same term analysis is carried out for the weak TTEIL identified around 12:53 UT in Run 4 for comparison
(Figure 11b1‐f1). In Run 5, the strong Joule heating penetrates all the way down to ~120 km and produces
a secondary and also stronger peak in the E region than the F region peak around 300 km (Figure 11c2).
In Run 4, the F region peak is more prominent and the penetration to the E region is insignificant
(Figure 11c1). Distinct from Run 5, adiabatic heating/cooling is the strongest thermal term in Run 4,
which also contributes the most to the morphology of the weak TTEIL according to the analysis of inte-
grated temperature profiles (not shown here). The alternating adiabatic heating/cooling is likely induced
by the vertical wind perturbation due to the propagation of TADs. The comparison between Runs 4 and 5
indicates that for the TTEIL formation at different times/locations, the relative importance of Joule heat-
ing, adiabatic cooling, vertical advection, horizontal advection, and heat conduction can change. For the
formation of primary TTEIL (characterized by extremely large temperature enhancement and large
TTEIL magnitude), the localized strong Joule heating is a critical trigger, which likely happened at
McMurdo. For the weak TTEIL, the dynamics associated with wave‐induced transport and disturbances
may play dominant roles.

4. Discussion

Through the refinement of the high‐latitude drivers in a global sense and further fine tuning their localized
characteristics around McMurdo, Run 5 captures a more realistic temperature elevation at McMurdo and
compares better with the lidar observations in neutral temperature than the other runs. Despite numerous
improvements, there are still noticeable discrepancies between the model simulation and lidar observations
by comparing Figure 11a2 and Figure 1a. The peak altitude is about 20 km higher than the observation
(~130 km), and the modeled layer width is much broader than the observation. To sort out possible causes
for the discrepancies, we have performed a few other tests even though they turn out to be insufficient to
resolve these issues. To give a reference for future modeling, we list them as follows:

1. Test of the model lower boundary: The same modifications of high‐latitude drivers are implemented into
TIMEGCM (Roble & Ridley, 1994), which is governed by similar dynamic and thermodynamic equations
in the upper atmosphere as the TIEGCM but with a lower boundary at ~30 km. The simulated TTEIL still
has the same peak altitude at ~150 km, which suggests that the lower boundary of TIEGCM (~97 km)
close to the observed TTEIL is likely not the main reason for the high peak altitude in the simulations.

2. To examine whether the broad vertical span is due to the “strong” diffusion coefficients, we decrease the
eddy diffusion coefficient (KE) and heat conduction coefficient (KT) in the model to half. The test results
show that the vertical temperature structure does not differ much from what is shown in Figure 4, which
is consistent with the minor contribution from the diffusion terms in the thermodynamic term analysis
(section 3.2).
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3. The possibility of high altitude for temperature peak and broad span due to low vertical resolution is also
examined by performing the high‐resolution (1.25° in latitude and longitude, 1/8 scale height) TIEGCM
run. The vertical temperature profiles from high‐resolution model run using the settings for Run 5
(named AMIE_SSUSI_varE_McM 1/8) is illustrated as the red dashed line in Figure 11a2. Intensifying
aurora and electric field around McMurdo produce nearly the same temperatures as the normal resolu-
tion run below 220 km but the maximum magnitude of TTEIL occurs 4 min earlier. The altitude for the
peak temperature enhancement (~150 km) and themechanism for producing the TTEIL at McMurdo are
the same.

4. Liu et al. (2016) found that the electron temperature can increase by ~2000 K at 100–130 km due to
Farley‐Buneman instability (FBI), but it is not known whether such instability can also lead to a signifi-
cant neutral temperature increase. We test this possibility by implementing the electron anomalous heat-
ing module resulting from the FBI and find that neutral temperature is only elevated by several Kelvin.
Such an insignificant neutral temperature change may be caused by the fact that the electron to neutral
density ratio at this altitude is so small that the energy exchange from electrons to neutrals is not suffi-
cient to heat the neutrals, leaving neutral temperatures almost unchanged.

It should be noted that the above test results and their implication rely on physics, chemistry, and electro-
dynamics considered in TIEGCM. The effects from the processes that are not considered in the model such
as nonhydrostatic processes, local heating induced by wave breaking cannot be tested for now. In addition,
gravity wave activities in the lower boundary of TIEGCM have not been included at a level comparable to
observations (Chen et al., 2016; Chu et al., 2011), so their effects are not considered in the current model.
The narrow width of the observed TTEIL, likely associated with a vertically propagating wave structure
(Figure 1a), could be a combined effect from the wave perturbations in electrodynamic or neutral dynamic
processes (Chu & Yu, 2017) superimposed on the elevated temperature background. Testing all these possi-
bilities is out of the scope of this study and deserves further investigation.

5. Conclusions

To understand the underlying physics for the large thermospheric temperature enhancement (~550 K at
~130 km) and inversion layer (TTEIL) structure observed by lidar at McMurdo during a geomagnetic storm
on 28 May 2011, we modify auroral maps and electric field variabilities in the TIEGCM with guidance from
the DMSP observations and previous statistical results from SuperDARN. Such modifications are made
because the default model runs with empirical high‐latitude drivers cannot adequately reproduce storm
responses. We first incorporate auroral precipitation observed by DMSP/SSUSI into the auroral maps, which
lead to increased conductivity. On average, Pedersen conductivity increases by 3 times at ~150 km in the aur-
oral region during the active period. We then take the subgrid scale electric field variabilities into account by
adding a randomly generated number in the auroral region to the original electric field obtained fromAMIE.
Two steps of modifications are implemented to cover high‐latitude regions first and then focus on the local
region around McMurdo. The modifications bring the simulation of neutral densities close to the GRACE
observations and generate the TTEIL sharing similarities with lidar observations.

The most important effects of the modified auroral precipitation and electric field variability are large
enhancements in Joule heating and its deeper penetration. To generate the primary TTEIL including the
one observed at McMurdo, the local intense Joule heating is an important factor that not only provides
the heating source down to ~120 km but also triggers the following dynamical processes that work together
with Joule heating to shape the ultimate temperature structure. Associated with the intense Joule heating,
pressure gradient changes and large upward winds of over 80 m/s resulting from a horizontal divergence
of air flow lead to strong adiabatic cooling at high altitudes (−0.6 K/s maximizing at ~200 km). Strong
Joule heating at ~120 km and adiabatic cooling higher up result in strong differential heating vertically
and generate a sharp temperature inversion. In the contrary, vertical heat advection induces strong cooling
(−0.6 K/s) below 150 km and moderate heating above (0.3 K/s) mainly due to the upward vertical motion
and the temperature peak at ~150 km. Therefore, vertical advection weakens the TTEIL and renders a higher
temperature peak altitude and a broader layer than the observations. The vertical structure of the primary
TTEIL is mainly determined by the combined effects of these three thermodynamic terms. Simulation
results also show that TADs are generated from where the maximum Joule heating is deposited and the
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primary TTEIL is generated. The TADs propagate outward to other locations, forming TTEILs with much
smaller magnitudes than the primary ones in distant regions. For the weak TTEIL, the local Joule heating
is minimal and temperature structure can be mainly determined by other terms such as adiabatic
heating/cooling effects.

The improved agreement with the observed neutral density and temperature in our modified simulations
indicates the importance of regional‐scale auroral precipitation and electric fields as two critical
high‐latitude drivers in the I‐T models. Our results also imply that the local fine‐scale characteristics of
high‐latitude drivers, which are often missing in empirical drivers are nevertheless essential for the simula-
tion of local storm‐time dynamics. Run 5, which incorporates the high‐latitude modification of auroral maps
and electric field variability, along with additional local enhancement in Joule heating around McMurdo,
reasonably reproduces the dramatic temperature enhancement in the lower thermosphere observed by
the lidar, but the modeled peak altitude is still higher (~150 km) than the observed one (~130 km). Note that
the amount of heating needed in the modeling is large (maximum value is on the order of 1 W/m2), but it is
not implausible. We suspect that this much heating may require, in reality, some physics not included in the
current TIEGCM, for example, strong anomalous heating associated with plasma irregularities, in addition
to the missing physics mentioned earlier. The unsolved discrepancies and the possible modeling efforts to
tackle this problem remain as open questions.

Data Availability Statement

Other data sources of this paper are omniweb.gsfc.nasa.gov (geomagnetic indices), ground magnetometer
data are obtained from supermag.jhuapl.edu (SuperMAG), satellite magnetometer data are obtained from
ampere.jhuapl.edu (AMPERE), ion drift data are obtained from vt.superdarn.org (SuperDARN), particle
precipitation data are obtained from cedar.openmadrigal.org (DMSP/SSJ), and auroral imager data are
obtained from ssusi.jhuapl.edu (DMSP/SSUSI). The data in this work can be downloaded from data.mende-
ley.com/datasets/7sv5nt5j5k/2.
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